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 Agenda

● What is Fedora CoreOS?

● How Fedora CoreOS is made and tested right now

● Where we want to go

● How we’re going to do it



What is Fedora CoreOS?



 

 An official Fedora edition

● We’re now an official Fedora edition! 🎉

● Focused on single node and clusters use cases

● Successor to two container-first OSes:
○ CoreOS Inc’s Container Linux
○ Fedora Atomic Host (from Project Atomic)

● Incorporates ideas from both:
○ Provisioning stack & cloud native expertise (CL)
○ Fedora foundation, update stack & SELinux (FAH)



 

Philosophy behind Fedora CoreOS

● Automatic updates by default
○ No interaction for administrators

● Automated provisioning
○ All nodes start from same starting point
○ Use Ignition to provision a node on first boot

● Immutable infrastructure
○ Automate deployment and system configuration
○ Update configs and re-provision to apply changes



 

Multiple Update Streams



 

Supported platforms

● Available for a plethora of cloud/virt platforms:
○ Alibaba, AWS, Azure, Azure Stack, DigitalOcean, 

Exoscale, GCP, IBM Cloud, OpenStack, Nutanix, Vultr, 
VirtualBox, VMware, QEMU/KVM

○ Directly launchable on AWS & GCP

● Several options for Bare Metal
○ Live ISO (automated or interactive installations)
○ PXE (network) boot
○ Raw and 4K native disk images



 

Supported architectures

● Fedora primary architectures:
○ x86_64
○ aarch64

● Fedora alternative architectures
○ s390x
○ ppc64le



 

CountMe Stats - All Nodes



 

CountMe Stats - Release & Architecture

Fedora Release Number of FCOS Instances

34 1353

35 6666

36 4549

37 4904

38 26422

Architecture Number of FCOS 
Instances

ppc64le 17

s390x 19

aarch64 10634

x86_64 33224



Fedora CoreOS release engineering



 

How package updates land in Fedora 
CoreOS (Rawhide)?

Dist-git 
commit Koji build Bodhi Stable 

repos

Fedora 
CoreOS Lock 

files bump

FCOS 
build FCOS test FCOS 

releases



 

It starts with a commit in dist-git



 

Which becomes a koji build



 

A bodhi update is then pushed to 
stable



 

How does that get into Fedora CoreOS?

● At this point the package update is available in Rawhide

● or lands in a stable repo in a Fedora release

● But has never been run or tested against Fedora CoreOS



 

What happens in Fedora CoreOS CI?

● Fedora CoreOS is build from a version fixed list of packages

○ We call them lockfiles: Locking package versions

○ List stored in the Fedora CoreOS config repo

● An hourly job pickups new package versions

● Runs our full test suite to validate this new combinaison



 

Bump the lockfiles



 

Scheduled test job



 

How package updates land in Fedora 
CoreOS (Rawhide)?

Dist-git 
commit Koji build Bodhi Stable 

repos

Fedora 
CoreOS Lock 

files bump

FCOS 
build FCOS test FCOS 

releases

Feedback loop



 

If failure, a human has to look at it and investigate



 

If a bug is found it then becomes a bugzilla or 

upstream issue



 

If the impact is not too important we can snooze the 

test



 

If the impact is more important we can lock the 

package to a previous working version



 

We can also fast track a bodhi update with the fix 

instead of waiting for the update to reach stable



 

Different streams (rawhide, devel, next, 
testing, stable)

● Rawhide: Same as Fedora Rawhide

● next-devel, testing-devel: Nightly builds

● next, testing, stable: User visible streams

● next:

○ Mostly used to test the upcoming major Fedora releases

○ Enabled at Beta time

● testing: Letting users test updates before they land in stable 

2 weeks later



Proposal to upstream Fedora CoreOS 
testing



 

When are feedback loop better ?



 

How package updates land in Fedora 
CoreOS (Rawhide)?

Dist-git 
commit Koji build Bodhi Stable 

repos

FCOS 
build FCOS test

Feedback loop

Fedora 
CoreOS Lock 

files bump

FCOS 
build FCOS test FCOS 

releases



 

Gating updates on Fedora CoreOS tests

● Currently we catch issue and bug late in the development 

process

● A lot of effort goes into investigating, reporting and 

helping fix the issues after the updates reached stable.



 

Integrating Fedora CoreOS CI results 
into ResultsDB

● Select a subset of Fedora CoreOS packages

● Trigger a Jenkins pipeline with a subset of our tests (when 

the koji build is successful)

● Report the results in the Fedora ResultsDB

● Show the results in Bodhi updates



 

Tests results in ResultsDB linked to an 
update.



 

Package update is gated on required 
tests



 

Providing Feedback on Package 
Updates that break CoreOS CI Tests

● Run Fedora CoreOS tests before packages are committed 

into Fedora repos

● Let packagers come to us when their package update 

breaks Fedora CoreOS

● Avoids us having to go back to packagers after the fact, 

once the update has already landed

● Optional initially



 

Ultimately Gating Packages that fail 
CoreOS CI Tests

● Enforce passing Fedora CoreOS tests before pushing 

updates

● Critical to make rpm-ostree variants a first class citizen in 

Fedora

● Will benefit all rpm-ostree based variants:

○ CoreOS, IoT, Silverblue, Kinoite, Sericea, Onyx



 

Future considerations

● Building a common, minimal, shared Fedora “Core” 

minimal ostree image

● Minimal package set shared by all OSTree variants

● Used as input to other variants

● Start to use Image Builder for some build artifacts



Questions?



 

 Get involved!
● Web: https://fedoraproject.org/coreos/

● Issues: https://github.com/coreos/fedora-coreos-tracker/issues

● Forum: https://discussion.fedoraproject.org/tag/coreos 

● Mailing list: coreos@lists.fedoraproject.org

● IRC: #fedora-coreos on Libera.Chat

● Matrix: #coreos:fedoraproject.org

https://fedoraproject.org/coreos/
https://github.com/coreos/fedora-coreos-tracker/issues
https://discussion.fedoraproject.org/tag/coreos
mailto:coreos@lists.fedoraproject.org
https://web.libera.chat/#fedora-coreos

